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(57) ABSTRACT

A communication system includes a plurality of first nodes
that, in accordance with processing rules (packet handling
operations) prescribing processing contents for a packet
belonging to a pre-set flow, processes a packet received,
which matches to the processing rules, and a second node that
forwards the received packet via its ports without referencing
the processing rules. The communication system also
includes a control apparatus that sets, for the first nodes
situated on a forwarding path for the packet belonging to the
pre-set flow, processing rules to forward the packet belonging
to the pre-set flow to each next hop. The control apparatus also
sets, for the first node not situated on the forwarding path,
processing rules to instruct dropping the packet that is for-
warded from the second node and that is deviated from the
forwarding path.
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COMMUNICATION SYSTEM, CONTROL
APPARATUS, PATH CONTROLLING
METHOD AND PROGRAM

CROSS-REFERENCE TO RELATED
APPLICATIONS

This invention claims priority rights pertaining to the JP
patent Application 2010-246183 filed in Japan on Nov. 2,
2010. The total contents of this JP Patent Application of the
senior filing date are to be incorporated by reference in the
present Application.

TECHNICAL FIELD

This invention relates to a communication system, a con-
trol apparatus, a path controlling method and a program.
More particularly, it relates to a communication system
including a node and another node that outputs a received
packet at a plurality of ports. It also relates to a control
apparatus, a path controlling method and a program. The
first-stated node forwards the received packet in accordance
with processing rules (packet handling operations) correlat-
ing the processing applied to the packet with a set of matching
rules that identify a packet to which the processing is applied.

BACKGROUND

A technique termed OpenFlow has been proposed these
years, as indicated in Patent Literature 1 and in Non-Patent
Literatures 1, 2. The OpenFlow grasps communication as an
end-to-end flow and performs routing control, recovery from
malfunctions, load balancing and optimization on the flow-
by-flow basis. An OpenFlow switch, operating as a relaying
device, includes a secure channel for communication with an
OpenFlow controller which is comprehended as a control
apparatus or controller. The OpenFlow switch is run in opera-
tion in accordance with a flow table which is optionally com-
manded to be amplified or rewritten from the OpenFlow
controller. In the flow table, a set of matching rules (header
field) to match to a packet header against, flow statistic infor-
mation (Counters) and an action(s) (Action or Actions) are
defined on the flow-by-flow basis. The Action or Actions
define processing contents applied to a packet matched to the
set of matching rules (header field) (see FIG. 12).

On receipt of a packet, the OpenFlow switch retrieves,
from the flow table, such entry having matching rules
matched to the header information of the received packet (see
the header field of FIG. 12). If, as a result of the retrieval, the
entry matched to the received packet is found, the OpenFlow
switch updates the flow statistic information (Counter) at the
same time as it executes the processing contents as stated inan
action field of the entry for the received packet. Examples of
the processing contents include packet forwarding from a
specified port, packet flooding and packet dropping. If, as a
result of the retrieval, no entry matched to the received packet
is found, the OpenFlow switch forwards the received packet
to the OpenFlow controller over a secure channel to request
the OpenFlow controller to decide on a path of the packet
based on the source and destination of transmission of the
received packet. The OpenFlow switch receives a flow entry
which will comply with the request to update the flow table.
The OpenFlow switch thus forwards the packet using the
entry stored in the flow table as the processing rules.

Patent Literature 2 shows arelaying device including a port
move detection circuit that detects port move produced when
a frame has arrived from a path learned in a MAC address
table.
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CITATIONS LIST

Patent Literatures (PTL)

PTL 1: International Publication No. 2008/095010
PTL 2: JP Patent Kokai JP-P2008-301003 A

Non-Patent Literatures (NPL)

NPL 1: Nick McKeown and seven others: “OpenFlow:
Enabling Innovation in Campus Networks”, [online], [re-
trieved on October 6, H22 (2010), Internet <URL: http://
www.openflowswitch.org/documents/opentlow-wp-lat-
est.pdf>

NPL 2: “OpenFlow Switch Specification” Version 1.0.0.
(Wire Protocol 0x01), [retrieved on November 22 (2010),
Internet <URL: http://www.openflowswitch.org/docu-
ments/opentlow-spec-v1.0.0.pdf>

SUMMARY

The disclosures of the above mentioned Patent and Non-
Patent Literatures are incorporated herein by reference. The
following analysis is by the present invention.

It is highly probable that a legacy switch that outputs a
received packet via a plurality of ports to carry out packet
forwarding should exist in a network represented by an Open-
Flow shown in the Patent Literature 1 and the Non-Patent
Literatures 1, 2. For example, if there exists in the network a
repeater hub, or a switching hub has performed flooding, the
packet is forwarded via a plurality of ports with such switch as
a starting point (see the HUB of FIG. 13). There is thus
presented a problem that a packet will flow on a path not
intended by a user. Likewise, when a multicast/broadcast
frame is allowed to flow, packets will flow on unintended
paths.

For example, suppose that there is set a packet forwarding
path which forwards a packet from an OpenFlow switch,
abbreviated to ‘OFS’ 1, a legacy switch (‘“HUB?’ in the draw-
ing), an OFS2 and an OFS3, in this order, as shown in FIG. 13,
and the HUB halfway on the path forwards the packet from its
multiple ports. In such case, the packet is forwarded to an
OFS4 as well. It is observed that, depending on the contents of
the processing rules, as set on the OSF4, the packet may be
forwarded to some different node or returned to the HUB side.
Or, a new flow detection notification message (Packet-In),
that is, a request for setting processing rules, may be sent to a
controller 900.

Itis an object of the present invention to provide a configu-
ration and a method in which, even in an environment where
there co-exist a first node typified by an OpenFlow switch
shown in Patent Literature 1 and in Non-Patent Literatures 1
and 2, and a second node typified by the above mentioned
legacy switch, it is possible to suppress a situation in which
packets whose paths are to be controlled are forwarded off
their intended paths one after another.

A communication system according to a first aspect of the
present invention includes a plurality of first nodes that, in
accordance with processing rules (packet handling opera-
tions) prescribing processing contents for a packet belonging
to a pre-set flow, process a packet that is received and that
matches to the processing rules. The communication system
also includes a second node that forwards the received packet
via a plurality of ports thereof under pre-set conditions. The
communication system also includes a control apparatus that
sets, for the first nodes situated on a forwarding path for the
packet belonging to the pre-set flow, processing rules to for-
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ward the packet belonging to the pre-set flow to each next hop.
The control apparatus also sets, for the first node not situated
on the forwarding path, processing rules to command drop-
ping the packet that is forwarded from the second node and
that has become deviated from the forwarding path.

A control apparatus according to a second aspect is con-
nected to a plurality of first nodes that, in accordance with
processing rules (packet handling operations) prescribing
processing contents for a packet belonging to a pre-set flow,
process a packet that is received and that matches to the
processing rules, and to a second node that forwards the
received packet via a plurality of ports thereof under pre-set
conditions. For the first nodes situated on a path of forwarding
a packet belonging to the pre-set flow, the control apparatus
sets processing rules to forward the packet belonging to the
pre-set flow to each next hop. For the first node not situated on
the forwarding path, the control apparatus sets processing
rules to drop the packet that is forwarded from the second
node and that has become deviated from the forwarding path.

A path control method according to a third aspect is con-
figured to be carried out by a control apparatus connected to
a plurality of first nodes that, in accordance with processing
rules (packet handling operations) prescribing processing
contents for a packet belonging to a pre-set flow, process a
packet that is received and that matches to the processing
rules, and to a second node that forwards the received packet
via a plurality of ports thereof under pre-set conditions. The
method includes the steps of setting, for the first nodes situ-
ated on a path of forwarding the packet belonging to the
pre-set flow, processing rules that implement a forwarding
path, and setting, for the first node not situated on the path of
forwarding the packet, processing rules that instruct dropping
the packet that is off the forwarding path and that has been
forwarded from the second node. It is observed that the
present invention is bound up with a particular machine
which is a computer making up the control apparatus control-
ling the first nodes.

A program according to a fourth aspect is executed by a
computer making up a control apparatus connected to a plu-
rality of first nodes that, in accordance with processing rules
prescribing processing contents for a packet belonging to a
pre-set flow, process a packet received which matches to the
processing rules, and to a second node that forwards the
received packet via a plurality of ports thereof under pre-set
conditions. The program allows execution of the processing
of setting, for the first nodes situated on a path of forwarding
the packet belonging to the pre-set flow, processing rules that
implement the forwarding path, and the processing of setting,
for the first node not situated on the path of forwarding the
packet belonging to the pre-set flow, processing rules that
instruct dropping the packet that is off the forwarding path
and that has been forwarded from the second node. It is
observed that the program may be recorded on a computer-
readable recording medium. That is, the present invention
may be implemented as a computer program product.

The meritorious effects of the present invention are sum-
marized as follows.

According to the present disclosure, it is possible to sup-
press a situation in which packets, a path for which is to be
controlled, are off their intended path and forwarded in this
state one after another.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a schematic view for illustrating the gist of the
present invention.

20

30

40

45

65

4

FIG. 2 is a schematic view showing the configuration of a
communication system according to an exemplary embodi-
ment 1 of the present invention.

FIG. 3 is a block diagram for illustrating the configuration
of'the controller according to the exemplary embodiment 1 of
the present invention.

FIG. 4 is a schematic view for illustrating the operation of
the exemplary embodiment 1 of the present invention.

FIG. 5 is a schematic view for illustrating the operation of
an exemplary embodiment 2 of the present invention.

FIG. 6 is a schematic view for illustrating the operation of
the exemplary embodiment 2 of the present invention.

FIG. 7 is a schematic view for illustrating the operation of
an exemplary embodiment 3 of the present invention.

FIG. 8 is a schematic view for illustrating the operation of
the exemplary embodiment 3 of the present invention.

FIG. 9 is a schematic view for illustrating the operation of
the exemplary embodiment 3 of the present invention.

FIG. 10 is a schematic view for illustrating the operation of
an exemplary embodiment 4 of the present invention.

FIG. 11 is a schematic view for illustrating the operation of
an exemplary embodiment 5 of the present invention.

FIG. 12 is a tabulated diagram showing the configuration of
a flow entry shown in Non-Patent Literature 2.

FIG. 13 is a schematic view for illustrating the flow of a
packet in an environment where the OpenFlow switches
shown in Non-Patent Literature co-exist with alegacy switch.

PREFERRED MODES

Initially, the gist of an exemplary embodiment of the
present invention will be explained. In the exemplary
embodiment of the present invention, a communication sys-
tem is provided which includes first nodes 210 to 240, a
second node 400 and a controller 100, as shown in FIG. 1, in
which communication terminal A communicates with com-
munication terminal B via the communication paths passing
through the first nodes 210-240 and the second node 400, as
shown in the solid lines in FIG. 1. Using a set of processing
rules, prescribing the contents of processing for a packet
belonging to a pre-set flow, the first nodes process a received
packet matched to the processing rules. The second node
forwards the received packet via its multiple ports without
referencing the processing rules, that is, not under control by
the controller. The controller exercises path control (as shown
in the dashed lines in FIG. 1) by setting, for the first nodes
situated on a forwarding path (as shown in the bold line in
FIG. 1) for the packet belonging to the pre-set flow, such as
nodes 210,220 and 230 of FIG. 1, processing rules to forward
the packet belonging to the pre-set flow to each next hop. In
the configuration of the communication system according to
the present invention, the controller sets, for the first node 240
not situated on the forwarding path, processing rules instruct-
ing dropping of the packet that has been forwarded from the
second node 400 and that is off the forwarding path (as shown
in the dotted line in FIG. 1). It is observed that symbols for
referencing the drawings, used in the gist, are entered for
respective elements only as examples to assist in the under-
standing and are not intended to restrict the invention to the
mode shown in the drawings.

In the first node 240, not situated on the packet forwarding
path, there are set processing rules instructing that the packet
that are off the packet forwarding path is to be dropped, as
described above. This suppresses that any superfluous packet,
forwarded from the second node 400, is forwarded to an
unintended node, or that a request to set processing rules for
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such packet, that is, a new flow detection notification message
(Packet-In), is sent to the controller.

The first node in which to set the processing rules to drop
the packet deviated from the packet forwarding path may
optionally be selected from among the first nodes situated
downstream of the second node 400. However, from the per-
spective of reducing the number of unneeded traffic to as
small a value as possible, the processing rules to instruct
dropping the packet deviated from the forwarding path are
preferably set in the first node 240 that directly receives
packets from the second node 400, as shown in FIG. 1.

In the example shown in FIG. 1, there are three ports in the
second node, and the processing rules, instructing the drop-
ping of the packets deviated from the forwarding path, are set
in the first node 240 coupled to one of two ports of the second
node outputting the packet. In case the second node has four
ormore ports, the processing rules to instruct packet dropping
may similarly be set in the first node that is off the forwarding
path.

Exemplary Embodiment 1

An exemplary embodiment 1 of the present invention will
now be described in detail with reference to the drawings.
FIG. 2 depicts a schematic view showing a configuration of an
exemplary embodiment 1 of the present invention. Referring
to FIG. 2, the configuration includes a first node 210, a com-
munication terminal A is connected to, and a first node 230, a
communication terminal B is connected to. The configuration
also includes a second node 400 that forwards the received
packet via its multiple ports, and first nodes 220, 240 inter-
connecting the first node 230 and the second node 400. It is
observed that reference symbols entered in the vicinity of
links interconnecting the first nodes 210 to 240 and the second
node 400, such as #1 and #2, denote port numbers of the
respective nodes.

Each of the first nodes 210 to 240 is a switch including a
packet processor that processes a received packet in accor-
dance with the processing rules that correlate the processing
applied to a packet with the matching rules that specity the
packet the processing is applied to. For example, each of the
first nodes may be a switch that is able to operate as an
OpenFlow switch of Non-Patent Literature 2.

The second node 400 may, for example, be a repeater hub
that outputs a received packet via the total of ports except the
port that received the packet, or a Layer 2 switch that outputs
a received packet via multiple ports during flooding similarly
to the repeater hub. In the explanation to follow, it is assumed
that the second node 400 forwards the packet, received from
a given port, such as port #1, via a port(s) other than the port
where the packet has been received, such as #2 or #3.

A controller 100 is such a device that sets processing rules
in the first nodes, out of the first nodes 210 to 240, situated on
a separately calculated packet forwarding path. The process-
ing rules implement packet forwarding along the packet for-
warding path. In the following explanation of the outstanding
exemplary embodiment, it is assumed that the controller 100
is an OpenFlow controller of Non-Patent Literature 2 capable
of'setting processing rules (flow entries) in the first nodes 210
to 240 via a secure channel indicated by broken lines in FIG.
2, sending a buffered packet or collecting the statistic infor-
mation (Counters).

In the following explanation of the exemplary embodi-
ments, it is assumed that the MAC address of the communi-
cation terminal A is ‘A’ and that of the communication termi-
nal Bis ‘B’.
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FIG. 3 depicts a block diagram showing the configuration
of'a control apparatus (controller) 100 operating as an Open-
Flow controller. Referring to FIG. 3, the control apparatus
(controller) 100 is composed by a flow entry database (flow
entry DB) 101, a topology management unit 103, a path/
action calculating unit 104, a flow entry management unit
105, a control message processor 106 and a node communi-
cation unit 107. The flow entry DB 101 stores processing
rules (flow entries) made up of matching rules (matching
rules), shown as an example in FIG. 12, an action(s), inclusive
of'a timer value(s), and the flow statistic information, and the
node communication unit 107 communicates with the first
nodes 210 to 240. The operation of these components of the
controller is as follows:

The topology management unit 103 constructs and man-
ages the network topology information, based on the relation-
ship of interconnection of the first nodes 210 to 240 as col-
lected by the node communication unit 107.

Based on the network topology information, constructed
by the topology management unit 103, the path/action calcu-
lating unit 104 finds the packet forwarding path, an action(s)
to be executed by the first nodes on the forwarding path and a
timer value(s) as the term of validity of the processing rules.
The path/action calculating unit 104 allows the flow entry
management unit 105 to prepare the processing rules includ-
ing an action to have the first node other than those on the
packet forwarding path drop the packets, and a proper timer
value(s).

Based on the information received from the first nodes 210
to 240, the flow entry management unit 105 prepares match-
ing rules (matching key), while registering the results calcu-
lated by the path/action calculating unit 104 in the flow entry
DB 101 as the processing rules (flow entries) and setting the
processing rules (flow entries) in response to a request to
amplify or update the processing rules (flow entries) from the
first nodes 210 to 240. Moreover, based on a command from
the path/action calculating unit 104, the flow entry manage-
ment unit 105 prepares and sets, in the first node other than
those on the packet forwarding path, processing rules includ-
ing an action(s) to drop a packet as well as proper timer
value(s).

The control message processor 106 analyzes a control mes-
sage received from the first nodes 210 to 240 to deliver the
control message information to relevant processing means in
the control apparatus (controller) 100. For example, if a new
flow detection notification message (Packet-In) is received
from the first nodes 210 to 240, the control message processor
106 inquires at the flow entry management unit 105 whether
or not the processing rules (flow entries) to be applied to the
new flow of interest are already registered in the flow entry
DB 101. If the processing rules (flow entries) are not regis-
tered, the control message processor 106 asks the path/action
calculating unit 104 to prepare new processing rules (flow
entries).

The respective components (processing means) of the con-
trol apparatus (controller) 100, shown in FIG. 3, may be
implemented by a computer program that allows a computer
that makes up the control apparatus (controller) 100 to
execute the above mentioned processing using the computer
hardware.

The operation of the subject exemplary embodiment will
now be explained in detail with reference to the drawings.
FIG. 4 depicts a schematic view illustrating the operation of
the exemplary embodiment of the present invention. In a
legend of FIG. 4, there are shown processing rules as setin the
first node of interest. For example, the processing rules in a
legend of the first node 220 of FIG. 4 which read: [matching
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rules: packet belonging to a flow A; action: forward via port
#2] indicate that, in case of reception of a packet belonging to
the flow A, in the course of collation to the matching rules, the
packet is to be output via port #2.

In the explanation to follow, it is presupposed that, as
indicated by a thick solid line in FIG. 4, the path/action
calculating unit 104 has conducted calculations by the path/
action calculating unit 104 of the control apparatus (control-
ler) 100 for a packet flow ‘flow A’ addressed from the com-
munication terminal A to the communication terminal B. Itis
also presupposed that, as a result of the calculations by the
path/action calculating unit 104, a packet forwarding path has
been found which forwards the packet from the first node 210,
thence to the first node 400, thence to the first node 220 and
thence to the first node 230.

If the packet addressed from the communication terminal
A to the communication terminal B is output via the port #2 of
the first node 210, the second node 400 outputs the packet,
received via its port #1, at its ports #2 and #3. In the subject
exemplary embodiment, the control apparatus (controller)
100 sets processing rules performing an action that, should
the first node 240 have received a packet not conforming to
the processing rules applied to the specified flow as set by the
control apparatus (controller) 100, viz., an unknown packet
not belonging to any of flows, the packet is to be dropped.

This renders it possible to suppress a situation in which the
first node 240 forwards the packet it has received to a non-
pertinent node(s).

In connection with the example of FIG. 4, it is stated above
that the processing rules are to be set in the first node 240 so
that, in case the first node has received a packet not belonging
to any flows as set by the control apparatus (controller) 100,
the packet in question is to be dropped. The processing rules
may also be set to the effect that, if the packet belonging to the
flow A is received, as shown in FIG. 1, the packet received is
to be dropped.

Exemplary Embodiment 2

An exemplary embodiment 2 of the present invention will
now be described in detail with reference to the drawings. In
the exemplary embodiment 1, described above, control is
exercised so that the first node other than those situated on the
packet forwarding path will drop an unknown packet not
belonging to any flows.

However, if a further communication terminal is connected
to the first node (see a communication terminal shown in F1G.
5), and a new communication flow from such communication
terminal is also dropped, path control would be unable to be
managed (see the communication terminal C of FIG. 5).

The exemplary embodiment 2, configured to avoid such
inconvenience, will now be explained. It is observed that the
exemplary embodiments 2 to 5, explained subsequently, may
be implemented by the configuration similar to the above
described exemplary embodiment 1. Thus, in the following
explanation, the points of difference from the exemplary
embodiment 1, in particular the processing rules set in the first
nodes, will be set out in detail.

FIG. 5 shows the operation of the subject exemplary
embodiment 2 of the present invention. A main point of
difference from the exemplary embodiment 1 is that the com-
munication terminal C is coupled to a port #3 of the first node
240. As in the exemplary embodiment 1, it is again presup-
posed that, for a packet addressed from the communication
terminal A to the communication terminal B, a packet for-
warding path has already been found such that a packet is
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forwarded from the first node 210, thence to the second node
400, thence to the first node 220 and thence to the first node
230.

The controller 100 of the subject exemplary embodiment
sets, in the first node 240 deviated from the packet forwarding
path, not only the processing rules to drop the unknown
packet, but also the processing rules that cause the node to
request the controller 100 to set processing rules (viz., to send
out to the controller a new flow detection notification message
or Packet-In) for a packet received via specified port (port #3).
The second stated processing rules are of the order of priority
higher than that of the first stated processing rules. See a
legend for the first node 240 of FIG. 5. The rank of priority
between the first and second stated processing rules may be
indicated by a value of an entry in a specified field included in
the processing rules, or simply by the sequence among the
processing rules which is stored in, as an example, a table
form.

It is thus possible to have the first node 240 ask the con-
troller 100 to exercise path control for a packet received from
the communication terminal C as well as to cause unknown
packets other than the packet received from the communica-
tion terminal C to be dropped, as shown in FIG. 6.

Exemplary Embodiment 3

An exemplary embodiment 3 of the present invention will
now be described in detail with reference to the drawings. In
the above described exemplary embodiment 2, it is known
from the outset that the communication terminal C is con-
nected to the specified port of the first node 240. Hence, the
processing rules are set in which the port has been specified.
However, such a case may arise in which the processing rules
may not be set as the position of the communication terminal
is included in the matching rules, such as when the commu-
nication terminal C is mobile.

Thus, in the subject exemplary embodiment, not the port of
the first node 240 is identified and, as shown in FIG. 7, a set of
matching rules, devoted to packets from the communication
terminal C, is prepared. A set of processing rules which will
cause the node to request the controller 100 to set devoted
processing rules for such packets, viz., send a new flow detec-
tion notification message or Packet-In to the controller 100, is
set.

As regards the timing to set the processing rules, reception
from the communication terminal C of an authentication
requesting packet in an authentication server, not shown, or a
position registration requesting packet in a position registra-
tion requesting server, also not shown, may be used as incen-
tive. As regards the first node in which to set the above
mentioned processing rules, it is sufficient that reference is
made to the network topology to select the first node in the
vicinity of the communication terminal C.

Thus, even if the position of the communication terminal is
not known, a first node situated in the vicinity of the commu-
nication terminal may request the controller to set devoted
processing rules for packets received from the communica-
tion terminal, that is, may send to the controller a new flow
detection notification message (Packet-In), and may also
cause the other unknown packet(s) to be dropped, with the
reception of an authentication requesting packet or an posi-
tion registration requesting packet as an incentive.

As an alternative to setting the above mentioned processing
rules, control shown in FIG. 8 may be exercised on reception
of an unknown packet in which the information in e.g., a
header field of a transmission source MAC address is of
contents (C) allocated at the outset to a set of communication
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terminals inclusive of the communication terminal C. Such
control may include allowing requesting the controller to set
processing rules for the communication terminal set, viz.,
sending a new flow detection notification message (Packet-
In), while causing the other unknown packets to be dropped.

Such control shown in FIG. 9 may also be exercised on
reception of an unknown packet in which the transmission
source MAC address is a VLAN-ID (=X) allocated at the
outset to a set of communication terminals inclusive of the
communication terminal C. Such control may include allow-
ing requesting the controller to set processing rules, viz.,
sending a new flow detection notification message (Packet-
In) to the controller, while causing dropping the other
unknown packet.

Exemplary Embodiment 4

An exemplary embodiment 4 of the present invention will
now be described in detail with reference to the drawings.
There may be such a case where, to manage sophisticated
control or take the statistic information, such processing rules
to the effect that, each time a packet is received, a packet
received is forwarded after rewriting its header, are set in the
first nodes 210 to 230, as shown in FIG. 10.

If, in such case, the processing rules having the same
matching rules as those of the processing rules set in the first
node 210 are set in the first node 240, such a situation may
arise in which a packet that is sent from the second node 400,
and that has its header already rewritten, is unable to be
dropped.

Thus, in the subject exemplary embodiment, the controller
100 sets, in the first node 240 situated downstream of the
second node 400, such processing rules which will cause the
first node to drop the packet the header of which has been
rewritten in the first node 210.

It should be noted that, in the subject exemplary embodi-
ment, the packets captured by the processing rules, set in the
first node 240, are restrictively the packets rewritten by the
first node 210. Thus, on reception of an unknown packet from
the communication terminal C, it is possible for the node to
request the controller 100 to set processing rules for such
packet, viz., send a new flow detection notification message
(Packet-In) to the controller, without the necessity to set par-
ticular processing rules (see a broken line in FIG. 10).

Exemplary Embodiment 5

An exemplary embodiment 5 of the present invention will
now be explained in detail with reference to the drawings. In
the subject exemplary embodiment, as in the exemplary
embodiment 1, it is presupposed that a packet addressed from
the communication terminal A to the communication termi-
nal B is forwarded through the first node 210, second node
400, first node 220 and the second node 230, in this order.

The second node 400 may be a Layer 2 switch forwarding
a packet using a MAC address table, as shown in FIG. 11. In
such case, to suppress a port move phenomenon as pointed
out in Patent Literature 2, the controller 100 may transmit
from the first node 220 to the second node 210 a dummy
packet whose transmission source MAC address and destina-
tion MAC address are set at specific values (destination learn-
ing packet).

In such case, the destination learning packet may be
dropped by setting processing rules to drop the packet in the
first nodes 210 and 240.
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It may occur that, in the second node 400, the flooding
conditions hold good or entries learned on the MAC address
table are erased by timeout. In such case, it is probable that the
second node 400 transmits the packet from the communica-
tion terminal A to the communication terminal B to both the
first node 220 and the first node 230.

Thus, in the subject exemplary embodiment, processing
rules for dropping a packet addressed from the communica-
tion terminal A to the communication terminal B, viz., a
packet belonging to the flow A, and those for dropping the
destination learning address, are set in the first node 240
deviated from the packet forwarding path. Since there may be
cases where the normal data packet flows in the same direc-
tion as that of the destination learning packet, it is preferred to
set a rank of priority for dropping the destination learning
packet in the processing rules so as to be lower than that for
forwarding commonplace data.

It is thus possible to drop not only the packet addressed
from the communication terminal A to the communication
terminal B, viz., a packet belonging to the flow A, but also the
other packet, herein a destination learning packet.

Although the description has been made of preferred exem-
plary embodiments of the present invention, such exemplary
embodiments are not intended to limit the scope of the present
invention, such that further modifications, substitutions or
adjustments may be made without departing from the basic
technical concept of the present invention. For example,
simple numbers of the first and second nodes and the com-
munication terminals, as well as the network configuration,
shown in the above described exemplary embodiments, are
intended to assist in the understanding of the present inven-
tion, such that it is also possible to use any of a variety of
different configurations.

The particular exemplary embodiments or examples may
be modified or adjusted within the gamut of the entire disclo-
sure of the present invention, inclusive of claims, based on the
fundamental technical concept of the invention. Moreover, a
variety of combinations or selection of elements disclosed
herein may be made within the framework of the claims. The
present invention may cover a wide variety of modifications
or corrections that may occur to those skilled in the art in
accordance with the entire disclosure of the present invention,
inclusive of claims and the technical concept of the present
invention.

Preferred modes of the present invention may be summa-
rized as follows:

[Mode 1]

(See the communication system according to the above
mentioned first aspect)

[Mode 2]

The communication system according to mode 1, wherein,

the control apparatus sets for the first node processing rules
instructing dropping a packet not belonging to any flow.

[Mode 3]

The communication system according to mode 1 or 2,
wherein,

on reception of a packet not belonging to any flows but
satisfying pre-set conditions, processing rules are set for the
first node that instruct the first node to notify the control
apparatus of detection of a new flow.

[Mode 4]

The communication system according to any one of modes
1 to 3, wherein,

the pre-set conditions include the header information
innate to a packet transmitted from a communication terminal
coupled to the first node.
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[Mode 5]

The communication system according to any one of modes
1 to 4, wherein,

the control apparatus sets, for the first nodes situated on the
forwarding path, processing rules to rewrite the header from
one link to another;

the control apparatus setting, for the first node downstream
of'the second node, which is situated on the forwarding path,
processing rules instructing dropping of a packet whose
header has been rewritten in the first node situated upstream
of the second node.

[Mode 6]

The communication system according to any one of modes
1 to 5, wherein,

at least one of the second nodes is a Layer 2 switch;

the control apparatus causing the Layer 2 switch to receive
an address learning packet flowing in a direction from the first
nodes situated on the forwarding path downstream of the
Layer 2 switch towards the Layer 2 switch; the address learn-
ing packet having a downstream side node as transmission
source;

the control apparatus setting, for the first node receiving the
address learning packet from the Layer 2 switch, processing
rules instructing dropping the address learning packet.

[Mode 7]

(See the control apparatus according to the above men-
tioned second aspect)

[Mode 8]

The control apparatus according to mode 7, wherein,

the control apparatus sets, for the first node, processing
rules instructing the first node to drop a packet not belonging
to any flows.

[Mode 9]

The control apparatus according to mode 7 or 8, wherein,

on reception of a packet not belonging to any flows but
satisfying pre-set conditions, processing rules are set for the
first node that instruct the first node to notify the control
apparatus of detection of a new flow.

[Mode 10]

The control apparatus according to any one of modes 7 to
9, wherein,

the pre-set conditions include the header information
innate to a packet transmitted from a communication terminal
coupled to the first node.

[Mode 11]

The control apparatus according to any one of modes 7 to
10, wherein,

processing rules are set for the first nodes situated on the
forwarding path instructing the first nodes to rewrite the
header from one link to another;

the control apparatus setting, for the first node lying down-
stream of the second node situated on the forwarding path,
processing rules instructing dropping of a packet whose
header has been rewritten in the first node situated upstream
of the second node.

[Mode 12]

The control apparatus according to any one of modes 7 to
11, wherein,

a Layer 2 switch is provided as the second node on the
forwarding path;

the control apparatus causing the Layer 2 switch to receive
an address learning packet, having a downstream side node as
transmission source, from the first nodes situated on the for-
warding path downstream of the Layer 2 switch towards the
Layer 2 switch;
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the control apparatus setting, for the first node receiving the
address learning packet from the Layer 2 switch, processing
rules instructing dropping of the address learning packet.

[Mode 13]

(See the path controlling method according to the above
mentioned third aspect) [Mode 14]

(See the program according to the above mentioned fourth
aspect)

REFERENCE SIGNS LIST

100, 100B, 100C, 100D, 900 controllers (control apparatuses
apparatuss)

210~240 first nodes

400 second node

101 flow entry database (flow entry DB)

103 topology management unit

104 path/action calculation unit

105 flow entry management unit

106 control message processor

107 node communication unit

What is claimed is:

1. A communication system, comprising

a plurality of first nodes that, in accordance with packet

handling operations prescribing processing contents for
apacket belonging to a pre-set flow, process a packet that
is received and that matches to the packet handling
operations;

one or more second nodes that forwards the received packet

via a plurality of ports thereof without referencing the
packet handling operations; and
a control apparatus that sets, for nodes ofthe first nodes that
are situated on a forwarding path for the packet belong-
ing to the pre-set flow, packet handling operations to
forward the packet belonging to the pre-set flow to each
next hop, the control apparatus further setting, for one of
the first nodes that is not situated on the forwarding path,
packet handling operations to cause dropping of the
packet that has been forwarded from the one or more
second nodes and that is off the forwarding path,

wherein said one or more second nodes forwards the
received packet via the plurality of ports without a con-
trol by the control apparatus.

2. The communication system according to claim 1,
wherein, the control apparatus sets for said one of the first
nodes the packet handling operations to drop a packet not
belonging to any flows.

3. The communication system according to claim 1,
wherein, the control apparatus sets, for said one of the first
nodes, on reception of a packet not belonging to any flows but
satisfying pre-set conditions, packet handling operations to
cause said one of the first nodes to notify the control apparatus
of detection of a new flow.

4. The communication system according to claim 1,
wherein, the control apparatus sets, for the nodes of the first
nodes that are situated on the forwarding path, packet han-
dling operations to rewrite a header from one link to another,

the control apparatus setting, for said one of the first nodes

situated downstream of the one or more second nodes on
the forwarding path, packet handling operations to cause
dropping of a packet including a header rewritten in
another one of the first nodes upstream of the one or
more second nodes.

5. The communication system according to claim 1,
wherein, at least one second node comprises a Layer 2 switch,

wherein the control apparatus causing an address learning

packet, including a downstream side node as a transmis-
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sion source, to be received by the Layer 2 switch from
said one of the first nodes situated downstream of the
Layer 2 switch on the forwarding path, and
wherein the control apparatus setting, in said one of the first
nodes receiving the address learning packet from the
Layer 2 switch, packet handling operations instructing
dropping the address learning packet.
6. A control apparatus, connected to:
a plurality of first nodes that, in accordance with packet
handling operations prescribing processing contents for
apacket belonging to a pre-set flow, process a packet that
is received and that matches to the packet handling
operations; and to
one or more second nodes that forwards the received packet
via a plurality of ports thereof without referencing the
packet handling operations,
the control apparatus setting, for nodes of the first nodes
that are situated on a path of forwarding a packet belong-
ing to a pre-set flow, packet handling operations to for-
ward the packet belonging to the pre-set flow to each
next hop, the control apparatus setting, for one of the first
nodes that is not situated on the forwarding path, han-
dling operations instructing the node to drop the packet
that is forwarded from said one or more second nodes
and that is off the forwarding path,
wherein said one or more second nodes forwards the
received packet via the plurality of ports without a con-
trol by the control apparatus.
7. The control apparatus according to claim 6, wherein,
packet handling operations instructing dropping a packet not
belonging to any flows are set in said one of the first nodes.
8. The control apparatus according to claim 6, wherein, if
said one of the first nodes has received a packet not belonging
to any flows but satisfying pre-set conditions, packet handling
operations are set in said one of the first nodes to cause the
node to notify the control apparatus of the detection of a new
flow.
9. A path control method to be carried out by a control
apparatus connected to:
a plurality of first nodes that, in accordance with packet
handling operations prescribing processing contents for
apacket belonging to a pre-set flow, process a packet that
is received and that matches to the packet handling
operations; and to
one or more second nodes that forwards the received packet
via a plurality of ports thereof without referencing the
packet handling operations, the method comprising:
setting, for nodes of the first nodes that are situated on a
path of forwarding the packet belonging to the pre-set
flow, packet handling operations that implement the
forwarding path; and

setting, for one of the first nodes that is not situated on
the path of forwarding the packet, packet handling
operations that instruct dropping the packet that is off
the forwarding path and that has been forwarded from
said one or more second nodes,

wherein said one or more second nodes forwards the
received packet via the plurality of ports without a con-
trol by the control apparatus.

10. The communication system according to claim 2,
wherein, the control apparatus sets, for said one of the first
nodes, on reception of a packet not belonging to any flows but
satisfying pre-set conditions, packet handling operations to
cause said one of the first nodes to notify the control apparatus
of detection of a new flow.

11. The communication system according to claim 2,
wherein, the control apparatus sets, for the nodes of the first
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nodes that are situated on the forwarding path, packet han-
dling operations to rewrite a header from one link to another,
the control apparatus setting, for said one of the first nodes
situated downstream of said one or more of the second
5 nodes on the forwarding path, packet handling opera-
tions to cause dropping of a packet including a header
rewritten in another one of the first nodes upstream of
said one or more the second nodes.
12. The communication system according to claim 3,
wherein, the control apparatus sets, for the nodes of the first
nodes that are situated on the forwarding path, packet han-
dling operations to rewrite a header from one link to another,
the control apparatus setting, for said one of the first nodes
situated downstream of said one or more of the second
nodes on the forwarding path, packet handling opera-
tions to cause dropping of a packet including a header
rewritten in another one of the first nodes upstream of
said one or more of the second nodes.
13. The communication system according to claim 2,
wherein, at least one second node comprises a Layer 2 switch,
wherein the control apparatus causing an address learning
packet, including a downstream side node as a transmis-
sion source, to be received by the Layer 2 switch from
said one of the first nodes situated downstream of the
Layer 2 switch on the forwarding path;

wherein the control apparatus setting, in said one of the first
nodes receiving the address learning packet from the
Layer 2 switch, packet handling operations instructing
dropping the address learning packet.
14. The communication system according to claim 3,
wherein, at least one second node comprises a Layer 2 switch,
wherein the control apparatus causing an address learning
packet, including a downstream side node as a transmis-
sion source, to be received by the Layer 2 switch from
said one of the first nodes situated downstream of the
Layer 2 switch on the forwarding path, and

wherein the control apparatus setting, in said one of the first
nodes receiving the address learning packet from the
Layer 2 switch, packet handling operations instructing
dropping the addressing learning packet.
15. The communication system according to claim 4,
wherein, at least one second node comprises a Layer 2 switch,
wherein the control apparatus causing an address learning
packet, including a downstream side node as a transmis-
sion source, to be received by the Layer 2 switch from
said one of the first nodes situated downstream of the
Layer 2 switch on the forwarding path, and

wherein the control apparatus setting, in said one of the first
nodes receiving the address learning packet from the
Layer 2 switch, packet handling operations instructing
dropping the address learning packet.

16. The control apparatus according to claim 7, wherein, if
said one of the first nodes has received a packet not belonging
to any flows but satisfying pre-set conditions, packet handling
operations are set in said one of the first nodes to cause the
node to notify the control apparatus of the detection of a new
flow.

17. The communication system according to claim 1,
wherein said one of the first nodes that is not situated on the
forwarding path is situated downstream of said one or more
second nodes.

18. The communication system according to claim 1,
wherein said one of the first nodes, which is not situated on the
forwarding path, directly receives the packet that is forwarded
from said one or more second nodes.
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